are loaded in the the nonlinear processing line via analogue com-

mutators.
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Fig. 2 Nonlinear device, giving current-voltage relation according to
egn. 1
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Fig. 4 Front propagation from left to right

Abscissa: cells, n = 1 to 48
Ordinate, top to bottom: time, such as the whole height corresponds
to 20ms

To check the experimental setup, we compare a real front prop-
agation and the theoretical prediction. The capacity in parallel is
33nF, while the resistors have been chosen so that R, = 17k€ and
R, = 680€Q. In this case, d = 25 and the continuity criterion is ver-
ified. The nonlinear parameters V¥, and ¥, of all the cells are fixed
at ¥, = 0.68V and V; = 1.23V. Then, as 2 V, > V,, only the steady
state ¥, = OV can propagate (that is with + in egns. 6 and 7). To
observe the propagation of this steady state, the initial condition
loaded in the lattice consists in setting all the cells to V' = V),
except the five first cells on the left, which are set to ¥, = 0V (n =
1-5) to take into account the Neumann boundary conditions. Fig.
4 shows a rapid adaptation of the initial conditions to a front pro-
file, followed by propagation of the steady state ¥, = OV from left
to right.

Using an oscilloscope to quantify the velocity of the front, we
obtain ¢, = 2125cell/s, which is in good agreement with the theo-
retical value ¢ = 2240cell/s, calculated with eqn. 7.

Conclusions: We have presented an experimental device which
allows us to study Nagumo’s equation. Our first result shows a
good agreement between theoretical and experimental results. As
the discretisation parameter d can be easily changed by changing
the coupling resistor, it will be interesting to observe, in a later
study, the discretisation effects on propagation.
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High resolution wideband direction finding
arrays based on optimum symmetrical
number system encoding

D.C. Jenn, P.E. Pace, T. Hatziathanasiou and R. Vitale

A new interferometer direction finding (DF) array architecture
based on the optimum symmetrical number system (OSNS) is
presented. OSNS arrays are capable of unambiguous high
resolution DF over a wide bandwidth and field of view with as
few as three elements, with multiple baseline options. A three-
element array was designed, fabricated and tested at 8.5GHz to
verify the OSNS concepts experimentally.

Introduction: Symmetrical number systems have been used previ-
ously to increase the efficiency of folding analogue-to-digital con-
verter architectures, efficiently encode digital antenna links, and
increase the resolvable bandwidth of two- and three-channel dig-
ital intercept receivers [1 — 4]. Another application where folded
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waveforms occur is phase interferometry for direction finding
(DF). The phase sampled linear interferometer is a well-known
DF approach [5 — 7] using the known spacing between two or
more array elements to obtain time-of-arrival relationships. Time-
of-arrival measurements can be converted into phase differences
which are then used to determine the angle of arrival (AOA).

Multiple baseline systems generally consist of a reference
antenna in the centre of two or more other antennas spaced at dif-
ferent distances from it. Widely spaced elements are required for
high-resolution AOA estimates, but are also highly ambiguous.
Ambiguities which arise from arrays with long baselines (element
spacings) are generally resolved by using another more closely
spaced baseline pair with no ambiguities. In principle, sufficient
information is available from three elements to uniquely determine
the AOA of a single emitter without limitation on the minimum
element spacing.

This Letter describes the development of a new type of phase-
sampled DF array based on the optimum symmetrical number
system (OSNS) [1]. The OSNS DF antenna architecture being
investigated uses the OSNS to decompose the analogue spatial fil-
tering operation into a number of parallel sub-operations (moduli)
that are of smaller complexity. One two-clement interferometer is
used for each sub-operation and only requires precision in accord-
ance with its modulus. A much higher spatial resolution is
achieved after the spatial filtering results from the individual low-
resolution arrays are recombined. There are no theoretical limits
on the array baseline or unambiguous AOA resolution. In the
absence of noise and system errors, the minimum element spacing
and AOA resolution are limited by the physical size of the array
radiating elements and the complexity of the decoding electronics
(i.e. the number of comparators required).

z
A incomi
incoming
signal receive
element
]
X
el
: B -
d
mixer
Vout 75"/?1

Fig. 1 Two-element phase interferometer

OSNS direction finding antenna design: A two-element interferom-
eter array is shown in Fig. 1. The relationship between the angle
of incidence of the plane wave (0) and the phase difference
between the signals from the two elements i3

A¢ = (2rd/\)sin 8 + 1 (1)

where A is the wavelength, d is the element spacing, and v
accounts for any transmission line phase differences between the
two elements. The element outputs are combined in a mixer. Since
the two signals are at the same frequency, the mixer output volt-
age 1s only a function of the AOA:

A2 2mwd
Vout = —~ cos (—:— sind + w0> (2)

where A is the magnitude of the voltage from the elements owing
to plane wave excitation. The mixer output voltage is a symmetri-
cal folding waveform (a sinusoid), and the number of folds » that
occur when an emitter is swept from ~90° < 6 < 90° increases with
distance between the elements as

n = (2d)/A (3)

A symmetrically folded waveform can be represented by an
optimum SNS of modulus m with integer values given by the row
vector

0,1,...m-1m-1,..,1,0]
such that the period of the waveform is twice the modulus.

When more than one fold (period) is present, there is an ambi-
guity; a single voltage corresponds to several possible AOAs. Such
ambiguities can be resolved by using additional arrays such that
all the moduli are, pairwise, relatively prime with each other. If ¥
channels (pairs of elements) are used, the number of spatial quan-
tisation cells (dynamic range) is
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N
M =[] m (4)
i=1

All of the channels can share a common element. Therefore, an N
channel array requires N + 1 elements. The required spacing
between the reference element and the second element of channel
is

d; = (o) /4 = (M) (4m,) (5)
The spatial resolution near boresight is given by
r=FOV/M (6)

where FOV is the field of view determined by the receiving ele-
ment pattern. Ideally, the FOV can be 180°. The spatial resolution
decreases with the angle off of boresight, because of the sin®
dependence in eqn. 2.
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Fig. 2 Block diagram of OSNS array based on moduli m; = 6 and m, = 11

A two-channel OSNS array is shown in Fig. 2. An array based
on the moduli m, = 6 and m, = 11 was designed, fabricated and
tested at 8.5GHz. The radiating clements are open-ended
waveguides. To provide an adequate signal-to-noise ratio, a low-
noise amplifier is included at the output of each interferometer ele-
ment. Since the common element splits the signal into N paths, an
attenuator is placed in the other branches to balance the ampli-
tudes. The amplifiers operate in saturation so that the mixer input
signal levels are independent of the angle of incidence. A fixed
phase shifter is also included in one branch of each interferometer
so that the symmetrically folded phase response waveforms from
each mixer may be aligned. This alignment insures that the com-
parators in the digital processor properly sample the phase wave-
form and encode it in the OSNS. The measured mixer outputs are
shown in Fig. 3.
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Fig. 3 Measured mixer output voltage for three-element OSNS array
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The number of comparators required for a channel with modu-
lus m;, is m~1. Thus, the total number of comparators for the array
shown in Fig. 2 is X7, (m, — 1) = 15. The measured transfer func-
tion, when decoded to give the AOA, gives the plot shown in Fig.
4. The spikes are due to errors and imperfections in the transmis-
sion line phases and comparator settings, which lead to encoding
errors. These errors can, however, be isolated and interpolation
schemes used to correctly resolve the AOA [8].
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Fig. 4 Measured transfer function of three-element OSNS array based
onm; =6 andm, = 1]

Summary and conclusions: A new phase sampling direction finding
architecture based on the optimum symmetrical number system
has been presented. Eqns. 4 and 6 describe the tradeoffs involved
in the design of an OSNS array. The spatial resolution, that is, the
angular resolution of the direction measurement, is determined by
M. The resolution is B, typically expressed in bits. Thus, the
equivalent number of bits resolution is obtained from A = 25

According to eqn. 4, M can be increased by increasing either
the number of moduli, or the values of the individual moduli
Since each m, in eqn. 4 is equivalent to a channel, to increase M
without adding elements requires an increase in the values of n1.
The spacing of the elements is specified in eqn. 5. In general, as m,
decreases, the channel spacing decreases but the number of com-
parators increases.

Table 1: Several OSNS arrays that have same spatial resolution

OSNS moduli Element spacings |Comparators required
m=3, my=20 d, =5\, d,=0.75\ 21
m=4, m,=15 d\=3.75\, dy=1h 17
=5, m=12 d,=3\, d,=1.25\ 15
m =3, my=4, m=5|d,=5\, d,=3.75\, d,=3A 9

There are three major advantages of the OSNS DF architecture.
First, it has a wide instantaneous field of view that is only limited
by the receiving element pattern edge effects. The DF process does
not require any antenna steering or beam scanning. This is critical
for intercepting low probability of intercept signals. Secondly, the
architecture is capable of wideband operation. The transmission
lines incorporated in the feed do not have to compensate for space
delays as they do in many scanning arrays. Therefore the line
lengths can be kept short. Finally, the OSNS architecture has the
ability to provide high resolution DF with as few as three closely
spaced elements, which can be arranged in a number of possible
configurations. For example, Table 1 contains the spacings for
four different OSNS arrays that have the same spatial resolution
(M = 60). In some applications, element placement at certain loca-
tions on the platform may be prohibited, in which case an alter-
nate OSNS design could be used to provide the same
unambiguous AOA resolution.
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Improved channel estimation with decision
feedback for OFDM systems

M. Bossert, A. Donder and V. Zyablov

An improved channel estimation strategy for a continuous
orthogonal frequency division multiplexing transmission scheme is
presented, based on feedback from decoding decisions of forward
error correction of the information data. No special redundancy,
such as pilot tones, is required.

Introduction. For coherent transmission of information in orthog-
onal frequency division multiplexing (OFDM) systems, it is neces-
sary to compensate the amplitude and phase distortions which are
introduced by the channel. Usually, a set of pilot tones is used
from which the channel transfer function can be interpolated at
the receiver, which in turn reduces the effective data rate. In [1], a
method is proposed which uses received data decisions combined
with a noise reduction strategy to track the channel transfer func-
tion and thus needs no special redundancy, such as pilot tones, as
long as a continous transmission of OFDM symbols is considered.
This method is investigated in detail in [2], combined with forward
error correction which reduces the influence of decision errors.
After estimating the transfer function of a received symbol, this
estimate is used for the demodulation of the next symbol. As long
as the channel is varying slowly, this method works well, but in
the case of mobile radio channels, the estimation may give a resid-
ual error due to the variation of the channel from one symbol to
another. To overcome this effect, we propose to predict the latest
transfer function for demodulation through the use of previous
transfer functions.

Brief system description: We consider an OFDM system of N
subchannels, each having a bandwidth of F. Thus, the overall
bandwidth is F,,, = NF. In each OFDM symbol a vector S = (S,
wes Sy Will be transmitted with S; being a symbol from a complex
valued alphabet. The corresponding time domain vector s = (s, ...,
Sy.1) 1s obtained by applying the IFFT on S, ie. s = IFFT{S}.
This vector corresponds to a series of time samples, spaced by 7' =
I/NF. Before transmitting the signal, a cyclic extension by L — 1
samples of the time vector is performed, i.e. we form s,,, = (sy.,
.- Sy.1, 8)- The cyclic extension must guarantee that L7 2 1,,,.,, 1.€.
it has to be greater than the channel impulse response. For further
details, see [1]. If this condition is fulfilled, it can be shown that
received values U® of the individual subchannels of the Ath
OFDM symbol can be written as

U = 5O P N =0, N1
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